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Outline

Part I - General overview 
1. Traditional RG scheme for the disordered electron liquid  
2. Thermal transport and the Wiedemann Franz law 
3. Sigma model with Luttinger’s gravitational potential  
4. Specific heat 
5. RG and fixed point 
6. Sub-thermal temperatures 
7. Metallic side of the MIT in Si MOSFETs 

Part II - Details … 
1. Structure of the density and heat-density correlation functions 
2. Static parts of the correlation functions 
3. Dynamical parts of the correlation functions 
4. Heat density in the Coulomb problem 
5. Correlation function in the subthermal regime 
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Structure of the correlation functions 
RG-regime
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NLσM for the calculation of the density correlation function

S[Q] ⇠
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and triplet channels do not interfere with each other. Note that
three types of diffusons have been introduced [3,7] in the above
correlation functions:

D(q,ω) = 1
Dq2 − izω

, (84)

D̃1(q,ω) = 1
Dq2 − iz̃1ω

, (85)

D2(q,ω) = 1
Dq2 − iz2ω

, (86)

where z̃1(q) = z − 2"(q) + "2 = z − "̃ρ(q), and z2 = z +
"2 = z − "σ . We will see soon that actually z̃1(q) ≈ 0 and,
therefore, D̃1 does not depend on ω [7,9].

Transforming back to the original representation in terms
of spin projections, one finds

〈
d

αβ
cl;ε1ε2

(q)dγ δ
q;ε3ε4

(−q)
〉

= − 2
πν

[δαδδβγ δε1,ε4δε2,ε3D(q,ω)

+ δαδδβγ δω,ε4−ε3 iπ,ε1,ε2D(q,ω)"2D2(q,ω)

− δαβδγ δδω,ε4−ε3 iπ,ε1,ε2D2(q,ω)"(q)D̃1(q,ω)]. (87)

In order to demonstrate the general structure of the correlation
functions for conserved quantities, we will be interested in the
irreducible correlation function in the singlet channel, ˆ̄χnn ≡
χ̂nn|irr. For that, the ladder which is irreducible with respect
to the Coulomb interaction is required. It can be found simply
by excluding "0(q), so that the expression for the irreducible
average ⟨d0

cl;ε1ε2
(q)d0

q;ε3ε4
(−q)⟩irr coincides with the one stated

in Eq. (82) up to the replacement "̃(q) → "ρ and D̃1 → D1,
where

D1(q,ω) = 1
Dq2 − iz1ω

(88)

with

z1 = z − 2"1 + "2 = z − "ρ . (89)

With this preparation, the correlation functions in the ladder
approximation can be calculated. In view of Eqs. (75) and (76),
we may integrate out the P̂ modes and keep resulting terms
only up to quadratic order in ϕ. Therefore we calculate the
dressed term

Sϕϕ;d = Sϕϕ + i

2

〈〈
S2

ϕQ

〉〉
irr, (90)

where for the second term both appearing matrices Q̂ are
replaced by σ̂3P̂ , and the averaging is with respect to the
action (80) for which the contraction rules obtained above can
be used. In Eq. (90), ⟨⟨. . . ⟩⟩ denotes the connected average.
One may anticipate that Sϕϕ;d has the following form:

Sϕϕ;d = −
∫

xx ′
ϕ⃗T (x)X̂(x − x ′)ϕ⃗(x ′), (91)

where X̂ = diag( ˆ̄χnn,4χ̂sx sx ,4χ̂sy sy ,4χ̂szsz ) and the 2 × 2
blocks χ̂oo have a structure that is typical for correlation

γσ γσ

+

γσ Γσ γσ

+

γσ Γσ Γσ γσ

+ . . .

γρ γρ

+

γρ Γρ γρ

+

γρ Γρ Γρ γρ

+ . . .

FIG. 1. Dynamical correlation functions χ̄
dyn,R
nn (top) and χ

dyn,R
sk sk

(bottom).

functions in the Keldysh formalism. Indeed,

χ̂oo =
(

0 χA
oo

χR
oo χK

oo

)
, (92)

where χA
oo(ω) = χR

oo(−ω) and

χK
oo(ω) = Bω

(
χR

oo(ω) − χA
oo(ω)

)
. (93)

Furthermore, the two terms in Eq. (90) for Sϕϕ;d give rise to
the static (st) and dynamical (dyn) parts of the correlation
functions, respectively. As can directly be read off from
Eq (63), the contribution from Sϕϕ is

χ̄ st,R
nn = −2νγ ρ

• , χ st,R
si si = −2νγ σ

• , (94)

while for the dynamical part, one finds

i

2

〈〈
S2

ϕQ

〉〉
irr

= i(πν)2

2

〈〈[∫

r
tr
[(

γ
ρ
▹ϕ̂(r) + γ σ

▹ϕ̂(r)σ
)
σ̂3P̂ (r)

]]2
〉〉

irr

= −
∫

xx ′
ϕ⃗T (x)X̂dyn(x − x ′)ϕ⃗(x ′), (95)

where X̂dyn = diag(χ̂dyn
nn ,4χ̂

dyn
sx sx ,4χ̂

dyn
sy sy ,4χ̂

dyn
szsz ). The compo-

nents of χ̂dyn have again the structure indicated in Eq. (92)
and

χ̄dyn,R
nn (q,ω) = −2ν

(
γ ▹

ρ

)2
iωD1(q,ω), (96)

χ
dyn,R
si si (q,ω) = −2ν

(
γ ▹

σ

)2
iωD2(q,ω). (97)

For a diagrammatic illustration see Fig. 1.
In order to obtain this result, the following relation has been

used:

1 − Fε+ ω
2
Fε− ω

2
= Bω

(
Fε+ ω

2
− Fε− ω

2

)
, (98)

where

Bω = coth
(

ω

2T

)
(99)

is the bosonic equilibrium correlation function. A second
important identity is

π

∫

ε

(
Fε+ ω

2
− Fε− ω

2

)
= ω. (100)

The total correlation function is then found by adding the static
and the dynamical parts,

χR
oo(q,ω) = χ st,R

oo + χdyn,R
oo (q,ω), (101)

075437-9

dynamical part (no loops) 

�dyn
nn :

�dyn
sisi :

Coulomb excluded

Dynamical parts 

�̄R
nn(q,!) = �2⌫�⇢

• � 2⌫(�⇢
/)

2 i!

Dq2 � iz1!

= �2⌫�⇢
•

Dq2 � i!
⇣
z1 � (�⇢

/)
2

�⇢
•

⌘

Dq2 � iz1!

z1 = z � 2�1 + �2 = z � �⇢

�̄R
nn(q = 0,! ! 0) = 0

z1 =
(�⇢

/)2

�⇢
•

Particle number conservation
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NLσM for the calculation of the heat density correlation function

S[Q] ⇠
Z

dr tr[D(rQ)2 + 4iz"̂Q]�Q(�̂0 + �̂1 � �̂2)Q

Ssc ⇠
Z

tr [z{", ��}�Q]�
Z

Q��(�̂0 + �̂1 � �̂2)Q+ (Tc0)

Z
⌘�z

•⌘

static partstatic part + dynamical part
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Dynamical part

dynamical part (no loops) 10

�̄k
� D� �̄k

�

FIG. 4: The structure of the dynamical part of the heat
density-heat density correlation function in accordance with
Eq. (54).

�
kk

(q = 0, ! ! 0) = 0, compare Eq. 5. This, in turn,
imposes the following constraint on the parameters en-
tering the static and dynamical correlation functions

�z

• z̃ = ⇠̃2(�̄z

/

)2. (57)

As has been discussed in Refs. 34, the quantity z which
describes renormalization of the frequency term in action
S, and in this way enters the propagator of di↵usons, is
directly related to the specific heat, c = zc0, so that
�z

• = z. Using this information as an input, Eq. (57) can
be also written as zz̃ = (�z

/

)2, where we defined �z

/

= ⇠̃�̄z

/

.
Within the renormalization group interval of energies,
this relation degenerates to z = z̃ = �z

/

. Adding the
static and the dynamical parts, one then finds

�
kk

(q, !) = ��z

•c0T
D̃q2

D̃q2 � iz̃!
. (58)

At the scale 1/⌧ , the initial values for the various pa-
rameters of the theory are �z

• = �̄z

/

= z̃ = ⇠̃2 = 1, and
the propagator of the di↵uson is equal to D(q, !), com-
pare Eqs. (45) and (55) with Eq. (40). Coming back to
the dynamical part, Eq. (54), we therefore expect that
a perturbative calculation of the dynamical part of the
correlation function will result in an expression of the
following form

�dyn

kk

(q, !) ⇡ �c0T
i!(1 + �⇠̃2 + 2��̄z

/

)

(D + �D̃)q2 � i(1 + �z̃)!

⇡ �c0T i!Dq,!

�c0T i!(�⇠̃2 + 2��̄z

/

)Dq,!

�c0T i![��D̃q2 + i!�z̃]D2
q,!. (59)

To check consistency of the sum of dynamical and static
parts of �

kk

(q, !) with the conservation laws, one should
make certain, in view of Eq. (57), that the relation �⇠̃2 +
2��̄z

/

� �z̃ = �z indeed holds.
In the next section, the analysis of the logarithmic cor-

rections to �
kk

as well as �
nn

is presented. In particular,
in the following sections, Sec. VI A and Sec. VI B, the
structure of the di↵erent terms is discussed together with
their diagrammatic representation, while in Sec. VI C
logarithmic corrections arising from the RG and sub-
temperature intervals are described in detail. In Ap-
pendix C a comprehensive list of di↵erent contribution
is given.

FIG. 5: Diagram for the non-interacting part of the dynamical
correlation functions �dyn

"",0 and �dyn
nn,0.

VI. DYNAMICAL CORRELATION FUNCTIONS
- DIAGRAMMATIC ANALYSIS AND

LOGARITHMIC CORRECTIONS

In this Section, we present an analysis of the dynamical
part of the heat density-heat density correlation function
�dyn

kk

in the di↵usive limit. The analysis will be based
on the NL�M action derived in Sec. III, Eq. (27). To
highlight similarities and di↵erences, we contrast the cal-
culation of �dyn

kk

with that of �dyn

nn

within the same for-
malism. In order to prepare the discussion of the inter-
action corrections, we first summarize the results for the
non-interacting case.

A. The non-interacting part of the correlation
function

In the absence of interactions, only the frequency-
frequency correlation function �dyn

""

contributes to �dyn

kk

,

�dyn

"",0(x1, x2) = � i

2
(⇡⌫0)

2

Z

"i

e�it1("1�"2)+it2("3�"4)

⇥ h"12tr[�̂2�3P̂"1"2(r1)]"34tr[�̂1�3P̂"4"3(r2)]i0. (60)

The corresponding diagram is displayed in Fig. 5. With
the help of the contraction rules (B2) or (B3) on finds

�dyn

"",0(q, !) = �2i⇡⌫0Dq,!

Z

"

"2�
",!

. (61)

Here, we introduced the window function

�
",!

= F
"+!/2 � F

"�!/2. (62)

The appearance of the window function is characteristic
for the dynamical part of the correlation function. For
T ! 0, it allows frequencies " to lie in the interval (" �
!/2, " + !/2); at finite temperature this range broadens.
Still, upon integration in ", the function �

",!

gives rise

to the factor of !. Returning to the calculation of �dyn

"",0,
after expansion in ! and with the help of the relationR
"

"2@
"

F
"

= ⇡T 2/3, one obtains

�dyn

"",0(q, !) = �c0T i!Dq,!, (63)

where we remind that c0 = 2⇡2⌫0T/3 is the specific heat
in the absence of quantum corrections.

In complete analogy, one can calculate the dynami-
cal part of the density-density correlation function in the

�dyn
kk :

�R
kk(q,!) = �c0T�

z
• � c0T (�

z
/)

2 i!

Dq2 � iz!

= �c0T�
z
•

Dq2 � i!
⇣
z � (�z

/)
2

�z
•

⌘

Dq2 � iz!

Particle number conservation

z =
(�/)2

�z
•

�R
kk(q = 0,! ! 0) = 0

" "
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no rescattering: 
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In the Keldysh formalism, the dynamically screened
interaction acquires a non-trivial matrix structure in
Keldysh space:

V̂ ij

k,⌫ =

✓
V K

k,⌫ V R

k,⌫

V A

k,⌫ 0

◆
, V R

k,⌫ =
1

V �1
0 (k) + PR

k,⌫

. (39)

In this formula, V0(k) = 2⇡e2/|k| is the e↵ective
two-dimensional Coulomb interaction and PR(k, ⌫) =
2⌫0Dk2/(Dk2 � i⌫) is the retarded polarization opera-
tor. The advanced and Keldysh components of V̂ are de-
fined as V A

k,⌫ = V R

k,�⌫

and V K

k,⌫ = B
⌫

(V R

k,⌫ � V A

k,⌫), where
B
⌫

= coth(⌫/2T ) is the bosonic distribution function.

V. STRUCTURE OF THE CORRELATION
FUNCTIONS

Before turning to the calculation based on the spe-
cific formalism used in this paper, it is instructive to dis-
cuss the general structure of the heat density-heat den-
sity correlation function �

kk

(q, !). In particular, we are
interested in the constraint given by Eq. (5), which is a
consequence of the fact that �

kk

(q, !) describes the prop-
agation of the heat density under the condition when the
entropy is a conserved quantity.

We are interested in the singular behavior of �
kk

(q, !)
which depends on the order of taking the limits q ! 0 and
! ! 0. We will assume in this section that all intermedi-
ate integrations have already been performed, and, corre-
spondingly, all corrections arising from the RG-interval
and sub-temperature energy range have been absorbed
into the constants which determine the correlation func-
tion. In other words, we will discuss the ”ultimate” stage
when everything that does not depend singularly on q
and ! can be substituted by a constant. The remain-
ing singular behavior originates from the di↵usion prop-
agation of electron-hole pairs, which for free electrons is
described by the propagator

D(q, !) =
1

Dq2 � i!
. (40)

In the presence of the electron interaction, this propaga-
tor has to be modified as will be described below.

In order to allow for a direct comparison with the
density-density correlation function, �

kk

will be struc-
tured in the same way as �

nn

. [A discussion of the
density-density correlation function can be found in
Refs. 29–33. The heat density-heat density correlation
function has been analyzed in Ref. 6. However, the scat-
tering processes, which are the center of our interest here,
have not been considered so far for �

kk

.] In both cases,
the correlation function can be split into static and dy-
namical parts. As we have already mentioned in Sec. II,
see Eqs. (5) and (6), the static parts are related to the
corresponding thermodynamic quantities: the compress-
ibility in the case of �

nn

, and specific heat in the case of
�
kk

. The dynamical parts should cancel the static ones in

�̄�
� D� �̄� D� �̄� D� D� �̄�

�

FIG. 3: The structure of the dynamical part of the density-
density correlation function in accordance with Eq. (43).

the limit q = 0, ! ! 0, which is the way the conservation
laws for particle number and energy manifest themselves.
Our goal is to demonstrate how this works for �

kk

. We
start, however, with �

nn

for which this procedure is well
established.

1. The density-density correlation function

The density-density correlation function can be split
into a static and a dynamical part

�
nn

(q, !) = �st

nn

+ �dyn

nn

(q, !), (41)

where the static part is defined as �st

nn

= �
nn

(q ! 0, ! =
0). Quite generally, the static and dynamical part can be
further decomposed as follows

�st

nn

= �2⌫0�
⇢

• (42)

�dyn

nn

(q, !) = �2⌫0(�̄
⇢

/

)2
i!

D�1
⇠

(q, !) + i�̄
⇢

!
. (43)

Let us discuss the parameters appearing in the above
expressions. As is well known, the static part of the cor-
relation function is related to the compressibility �st

nn

=
�@n/@µ. Therefore,

�⇢

• =
1

2⌫0

@n

@µ
. (44)

The structure of the dynamical part of the correlation
function is displayed in Fig. 3. The vertex corrections
for the two scalar vertices are denoted by �̄⇢

/

; �̄
⇢

is the
short range part of the singlet interaction amplitude.
This means, in particular, that the long-range part of
the Coulomb interaction is not included in �

nn

. The dif-
fusion propagator modified by the electron interaction,
the di↵uson D

⇠

, is defined as

D
⇠

(q, !) =
⇠2

Dq2 � iz!
. (45)

It incorporates the frequency renormalization z, intro-
duced in Ref. 30, and the wave-function renormalization
⇠2. Using the relation �

nn

(q = 0, ! ! 0) = 0, a di-
rect consequence of particle number conservation, one
deduces the following condition

z1 =
⇠2(�̄⇢

/

)2

�⇢

•
, (46)
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density correlation function in accordance with Eq. (43).
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The structure of the dynamical part of the correlation
function is displayed in Fig. 3. The vertex corrections
for the two scalar vertices are denoted by �̄⇢
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; �̄
⇢

is the
short range part of the singlet interaction amplitude.
This means, in particular, that the long-range part of
the Coulomb interaction is not included in �

nn

. The dif-
fusion propagator modified by the electron interaction,
the di↵uson D

⇠

, is defined as

D
⇠

(q, !) =
⇠2

Dq2 � iz!
. (45)

It incorporates the frequency renormalization z, intro-
duced in Ref. 30, and the wave-function renormalization
⇠2. Using the relation �

nn

(q = 0, ! ! 0) = 0, a di-
rect consequence of particle number conservation, one
deduces the following condition

z1 =
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, (46)
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FIG. 4: The structure of the dynamical part of the heat
density-heat density correlation function in accordance with
Eq. (54).

�
kk

(q = 0, ! ! 0) = 0, compare Eq. 5. This, in turn,
imposes the following constraint on the parameters en-
tering the static and dynamical correlation functions

�z

• z̃ = ⇠̃2(�̄z

/

)2. (57)

As has been discussed in Refs. 34, the quantity z which
describes renormalization of the frequency term in action
S, and in this way enters the propagator of di↵usons, is
directly related to the specific heat, c = zc0, so that
�z

• = z. Using this information as an input, Eq. (57) can
be also written as zz̃ = (�z

/

)2, where we defined �z

/

= ⇠̃�̄z

/

.
Within the renormalization group interval of energies,
this relation degenerates to z = z̃ = �z

/

. Adding the
static and the dynamical parts, one then finds

�
kk

(q, !) = ��z

•c0T
D̃q2

D̃q2 � iz̃!
. (58)

At the scale 1/⌧ , the initial values for the various pa-
rameters of the theory are �z

• = �̄z

/

= z̃ = ⇠̃2 = 1, and
the propagator of the di↵uson is equal to D(q, !), com-
pare Eqs. (45) and (55) with Eq. (40). Coming back to
the dynamical part, Eq. (54), we therefore expect that
a perturbative calculation of the dynamical part of the
correlation function will result in an expression of the
following form

�dyn

kk

(q, !) ⇡ �c0T
i!(1 + �⇠̃2 + 2��̄z

/

)

(D + �D̃)q2 � i(1 + �z̃)!

⇡ �c0T i!Dq,!

�c0T i!(�⇠̃2 + 2��̄z

/

)Dq,!

�c0T i![��D̃q2 + i!�z̃]D2
q,!. (59)

To check consistency of the sum of dynamical and static
parts of �

kk

(q, !) with the conservation laws, one should
make certain, in view of Eq. (57), that the relation �⇠̃2 +
2��̄z

/

� �z̃ = �z indeed holds.
In the next section, the analysis of the logarithmic cor-

rections to �
kk

as well as �
nn

is presented. In particular,
in the following sections, Sec. VI A and Sec. VI B, the
structure of the di↵erent terms is discussed together with
their diagrammatic representation, while in Sec. VI C
logarithmic corrections arising from the RG and sub-
temperature intervals are described in detail. In Ap-
pendix C a comprehensive list of di↵erent contribution
is given.

FIG. 5: Diagram for the non-interacting part of the dynamical
correlation functions �dyn

"",0 and �dyn
nn,0.

VI. DYNAMICAL CORRELATION FUNCTIONS
- DIAGRAMMATIC ANALYSIS AND

LOGARITHMIC CORRECTIONS

In this Section, we present an analysis of the dynamical
part of the heat density-heat density correlation function
�dyn

kk

in the di↵usive limit. The analysis will be based
on the NL�M action derived in Sec. III, Eq. (27). To
highlight similarities and di↵erences, we contrast the cal-
culation of �dyn

kk

with that of �dyn

nn

within the same for-
malism. In order to prepare the discussion of the inter-
action corrections, we first summarize the results for the
non-interacting case.

A. The non-interacting part of the correlation
function

In the absence of interactions, only the frequency-
frequency correlation function �dyn

""

contributes to �dyn

kk

,

�dyn

"",0(x1, x2) = � i

2
(⇡⌫0)

2

Z

"i

e�it1("1�"2)+it2("3�"4)

⇥ h"12tr[�̂2�3P̂"1"2(r1)]"34tr[�̂1�3P̂"4"3(r2)]i0. (60)

The corresponding diagram is displayed in Fig. 5. With
the help of the contraction rules (B2) or (B3) on finds

�dyn

"",0(q, !) = �2i⇡⌫0Dq,!

Z

"

"2�
",!

. (61)

Here, we introduced the window function

�
",!

= F
"+!/2 � F

"�!/2. (62)

The appearance of the window function is characteristic
for the dynamical part of the correlation function. For
T ! 0, it allows frequencies " to lie in the interval (" �
!/2, " + !/2); at finite temperature this range broadens.
Still, upon integration in ", the function �

",!

gives rise

to the factor of !. Returning to the calculation of �dyn

"",0,
after expansion in ! and with the help of the relationR
"

"2@
"

F
"

= ⇡T 2/3, one obtains

�dyn

"",0(q, !) = �c0T i!Dq,!, (63)

where we remind that c0 = 2⇡2⌫0T/3 is the specific heat
in the absence of quantum corrections.

In complete analogy, one can calculate the dynami-
cal part of the density-density correlation function in the

�dyn
kk :

�R
kk(q,!) = �c0T�

z
• � c0T (�

z
/)

2 i!

Dq2 � iz!

= �c0T�
z
•

Dq2 � i!
⇣
z � (�z

/)
2

�z
•

⌘

Dq2 � iz!

Particle number conservation

z =
(�/)2

�z
•

�R
kk(q = 0,! ! 0) = 0

" "
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FIG. 4: The structure of the dynamical part of the heat
density-heat density correlation function in accordance with
Eq. (54).
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no interaction vertex leads to additional loops
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and triplet channels do not interfere with each other. Note that
three types of diffusons have been introduced [3,7] in the above
correlation functions:

D(q,ω) = 1
Dq2 − izω

, (84)

D̃1(q,ω) = 1
Dq2 − iz̃1ω

, (85)

D2(q,ω) = 1
Dq2 − iz2ω

, (86)

where z̃1(q) = z − 2"(q) + "2 = z − "̃ρ(q), and z2 = z +
"2 = z − "σ . We will see soon that actually z̃1(q) ≈ 0 and,
therefore, D̃1 does not depend on ω [7,9].

Transforming back to the original representation in terms
of spin projections, one finds

〈
d

αβ
cl;ε1ε2

(q)dγ δ
q;ε3ε4

(−q)
〉

= − 2
πν

[δαδδβγ δε1,ε4δε2,ε3D(q,ω)

+ δαδδβγ δω,ε4−ε3 iπ,ε1,ε2D(q,ω)"2D2(q,ω)

− δαβδγ δδω,ε4−ε3 iπ,ε1,ε2D2(q,ω)"(q)D̃1(q,ω)]. (87)

In order to demonstrate the general structure of the correlation
functions for conserved quantities, we will be interested in the
irreducible correlation function in the singlet channel, ˆ̄χnn ≡
χ̂nn|irr. For that, the ladder which is irreducible with respect
to the Coulomb interaction is required. It can be found simply
by excluding "0(q), so that the expression for the irreducible
average ⟨d0

cl;ε1ε2
(q)d0

q;ε3ε4
(−q)⟩irr coincides with the one stated

in Eq. (82) up to the replacement "̃(q) → "ρ and D̃1 → D1,
where

D1(q,ω) = 1
Dq2 − iz1ω

(88)

with

z1 = z − 2"1 + "2 = z − "ρ . (89)

With this preparation, the correlation functions in the ladder
approximation can be calculated. In view of Eqs. (75) and (76),
we may integrate out the P̂ modes and keep resulting terms
only up to quadratic order in ϕ. Therefore we calculate the
dressed term

Sϕϕ;d = Sϕϕ + i

2

〈〈
S2

ϕQ

〉〉
irr, (90)

where for the second term both appearing matrices Q̂ are
replaced by σ̂3P̂ , and the averaging is with respect to the
action (80) for which the contraction rules obtained above can
be used. In Eq. (90), ⟨⟨. . . ⟩⟩ denotes the connected average.
One may anticipate that Sϕϕ;d has the following form:

Sϕϕ;d = −
∫

xx ′
ϕ⃗T (x)X̂(x − x ′)ϕ⃗(x ′), (91)

where X̂ = diag( ˆ̄χnn,4χ̂sx sx ,4χ̂sy sy ,4χ̂szsz ) and the 2 × 2
blocks χ̂oo have a structure that is typical for correlation

γσ γσ

+

γσ Γσ γσ

+

γσ Γσ Γσ γσ

+ . . .

γρ γρ

+

γρ Γρ γρ

+

γρ Γρ Γρ γρ

+ . . .

FIG. 1. Dynamical correlation functions χ̄
dyn,R
nn (top) and χ

dyn,R
sk sk

(bottom).

functions in the Keldysh formalism. Indeed,

χ̂oo =
(

0 χA
oo

χR
oo χK

oo

)
, (92)

where χA
oo(ω) = χR

oo(−ω) and

χK
oo(ω) = Bω

(
χR

oo(ω) − χA
oo(ω)

)
. (93)

Furthermore, the two terms in Eq. (90) for Sϕϕ;d give rise to
the static (st) and dynamical (dyn) parts of the correlation
functions, respectively. As can directly be read off from
Eq (63), the contribution from Sϕϕ is

χ̄ st,R
nn = −2νγ ρ

• , χ st,R
si si = −2νγ σ

• , (94)

while for the dynamical part, one finds

i

2

〈〈
S2

ϕQ

〉〉
irr

= i(πν)2

2

〈〈[∫

r
tr
[(

γ
ρ
▹ϕ̂(r) + γ σ

▹ϕ̂(r)σ
)
σ̂3P̂ (r)

]]2
〉〉

irr

= −
∫

xx ′
ϕ⃗T (x)X̂dyn(x − x ′)ϕ⃗(x ′), (95)

where X̂dyn = diag(χ̂dyn
nn ,4χ̂

dyn
sx sx ,4χ̂

dyn
sy sy ,4χ̂

dyn
szsz ). The compo-

nents of χ̂dyn have again the structure indicated in Eq. (92)
and

χ̄dyn,R
nn (q,ω) = −2ν

(
γ ▹

ρ

)2
iωD1(q,ω), (96)

χ
dyn,R
si si (q,ω) = −2ν

(
γ ▹

σ

)2
iωD2(q,ω). (97)

For a diagrammatic illustration see Fig. 1.
In order to obtain this result, the following relation has been

used:

1 − Fε+ ω
2
Fε− ω

2
= Bω

(
Fε+ ω

2
− Fε− ω

2

)
, (98)

where

Bω = coth
(

ω

2T

)
(99)

is the bosonic equilibrium correlation function. A second
important identity is

π

∫

ε

(
Fε+ ω

2
− Fε− ω

2

)
= ω. (100)

The total correlation function is then found by adding the static
and the dynamical parts,

χR
oo(q,ω) = χ st,R

oo + χdyn,R
oo (q,ω), (101)
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and triplet channels do not interfere with each other. Note that
three types of diffusons have been introduced [3,7] in the above
correlation functions:

D(q,ω) = 1
Dq2 − izω

, (84)

D̃1(q,ω) = 1
Dq2 − iz̃1ω

, (85)

D2(q,ω) = 1
Dq2 − iz2ω

, (86)

where z̃1(q) = z − 2"(q) + "2 = z − "̃ρ(q), and z2 = z +
"2 = z − "σ . We will see soon that actually z̃1(q) ≈ 0 and,
therefore, D̃1 does not depend on ω [7,9].

Transforming back to the original representation in terms
of spin projections, one finds

〈
d

αβ
cl;ε1ε2

(q)dγ δ
q;ε3ε4

(−q)
〉

= − 2
πν

[δαδδβγ δε1,ε4δε2,ε3D(q,ω)

+ δαδδβγ δω,ε4−ε3 iπ,ε1,ε2D(q,ω)"2D2(q,ω)

− δαβδγ δδω,ε4−ε3 iπ,ε1,ε2D2(q,ω)"(q)D̃1(q,ω)]. (87)

In order to demonstrate the general structure of the correlation
functions for conserved quantities, we will be interested in the
irreducible correlation function in the singlet channel, ˆ̄χnn ≡
χ̂nn|irr. For that, the ladder which is irreducible with respect
to the Coulomb interaction is required. It can be found simply
by excluding "0(q), so that the expression for the irreducible
average ⟨d0

cl;ε1ε2
(q)d0

q;ε3ε4
(−q)⟩irr coincides with the one stated

in Eq. (82) up to the replacement "̃(q) → "ρ and D̃1 → D1,
where

D1(q,ω) = 1
Dq2 − iz1ω

(88)

with

z1 = z − 2"1 + "2 = z − "ρ . (89)

With this preparation, the correlation functions in the ladder
approximation can be calculated. In view of Eqs. (75) and (76),
we may integrate out the P̂ modes and keep resulting terms
only up to quadratic order in ϕ. Therefore we calculate the
dressed term

Sϕϕ;d = Sϕϕ + i

2

〈〈
S2

ϕQ

〉〉
irr, (90)

where for the second term both appearing matrices Q̂ are
replaced by σ̂3P̂ , and the averaging is with respect to the
action (80) for which the contraction rules obtained above can
be used. In Eq. (90), ⟨⟨. . . ⟩⟩ denotes the connected average.
One may anticipate that Sϕϕ;d has the following form:

Sϕϕ;d = −
∫

xx ′
ϕ⃗T (x)X̂(x − x ′)ϕ⃗(x ′), (91)

where X̂ = diag( ˆ̄χnn,4χ̂sx sx ,4χ̂sy sy ,4χ̂szsz ) and the 2 × 2
blocks χ̂oo have a structure that is typical for correlation

γσ γσ

+

γσ Γσ γσ

+

γσ Γσ Γσ γσ

+ . . .

γρ γρ

+

γρ Γρ γρ

+

γρ Γρ Γρ γρ

+ . . .

FIG. 1. Dynamical correlation functions χ̄
dyn,R
nn (top) and χ

dyn,R
sk sk

(bottom).

functions in the Keldysh formalism. Indeed,

χ̂oo =
(

0 χA
oo

χR
oo χK

oo

)
, (92)

where χA
oo(ω) = χR

oo(−ω) and

χK
oo(ω) = Bω

(
χR

oo(ω) − χA
oo(ω)

)
. (93)

Furthermore, the two terms in Eq. (90) for Sϕϕ;d give rise to
the static (st) and dynamical (dyn) parts of the correlation
functions, respectively. As can directly be read off from
Eq (63), the contribution from Sϕϕ is

χ̄ st,R
nn = −2νγ ρ

• , χ st,R
si si = −2νγ σ

• , (94)

while for the dynamical part, one finds

i

2

〈〈
S2

ϕQ

〉〉
irr

= i(πν)2

2

〈〈[∫

r
tr
[(

γ
ρ
▹ϕ̂(r) + γ σ

▹ϕ̂(r)σ
)
σ̂3P̂ (r)

]]2
〉〉

irr

= −
∫

xx ′
ϕ⃗T (x)X̂dyn(x − x ′)ϕ⃗(x ′), (95)

where X̂dyn = diag(χ̂dyn
nn ,4χ̂

dyn
sx sx ,4χ̂

dyn
sy sy ,4χ̂

dyn
szsz ). The compo-

nents of χ̂dyn have again the structure indicated in Eq. (92)
and

χ̄dyn,R
nn (q,ω) = −2ν

(
γ ▹

ρ

)2
iωD1(q,ω), (96)

χ
dyn,R
si si (q,ω) = −2ν

(
γ ▹

σ

)2
iωD2(q,ω). (97)

For a diagrammatic illustration see Fig. 1.
In order to obtain this result, the following relation has been

used:

1 − Fε+ ω
2
Fε− ω

2
= Bω

(
Fε+ ω

2
− Fε− ω

2

)
, (98)

where

Bω = coth
(

ω

2T

)
(99)

is the bosonic equilibrium correlation function. A second
important identity is

π

∫

ε

(
Fε+ ω

2
− Fε− ω

2

)
= ω. (100)

The total correlation function is then found by adding the static
and the dynamical parts,

χR
oo(q,ω) = χ st,R

oo + χdyn,R
oo (q,ω), (101)
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the discreteness of the Matsubara frequencies, which are used
to describe electron interactions at finite temperatures. In the
Keldysh technique, it happens differently. The matrix Q̂ = û ◦
Û ◦ σ̂3 ◦ Û ◦ û, which is the main object of study in theory of
interacting electrons, contains a superposition of two kinds of
rotations. Matrices U,U describe fluctuations that correspond
to diffusons, while matrices u establish the connection of the
diffusion modes with temperature. The latter matrices limit
rotations of U at energies smaller than T , and this is the way
how the low-energy cutoff enters the RG scheme. Technically,
the cutoff enters due to the smoothening of the function σf at
εf ∼ T . The whole RG procedure can be reformulated as a
process of gradual sharpening of σf , starting from 1/τ and up
to T .

V. CORRELATION FUNCTIONS AND CONDUCTIVITY

We now combine the analysis presented in Secs. III and IV;
the RG equations derived above will be connected with
the observable quantities, such as the correlation functions
and electric conductivity. As it will be shown below, there
is an important difference between the static part of the
density-density correlation function χ̄ st,R

nn , and the static part
of the spin-density spin-density correlation function χ st,R

si si .
Namely, χ̄ st,R

nn = −2νγ σ
• = −2ν/(1 + F

ρ
0 ) remains unrenor-

malized, whereas χ st,R
si si becomes scale-dependent. The reason

for the particular behavior of χ̄ st,R
nn lies in the well known

Ward identity: χ̄ st,R
nn = −∂n/∂µ. It has been argued [3] that

the cancellation of corrections to ∂n/∂µ is related to the
fact that it is the much smaller quantity 1/τ and not µ
that determines the ultraviolet cutoff for the logarithmic
singularities originating from the diffusive regime. As a
consequence, the dependence of the density n on the chemical
potential µ cannot be modified by the discussed logarithmic
corrections and, therefore, ∂n/∂µ remains unchanged. (We
shall demonstrate below that, technically, it is due to the
cancellation of the logarithmic corrections.) No protection of
this type exists for the spin susceptibility that is determined
by the static part of the spin-density spin-density correlation
function and, indeed, the spin susceptibility is renormalized.
Finally, we use the density-density correlation function to
obtain the Einstein relation for interacting electrons, and to
relate the electric conductivity to the scaling parameter ρ.

A. Corrections to γ
ρ/σ
• and the spin susceptibility

The static parts of the correlation functions are determined
by γ ρ/σ

• ; compare the discussion in Sec. III, in particular,
Eq. (94). We now show how these quantities are modified by
the RG corrections. One needs to find

)Sϕϕ = −1
2

〈〈
S2

ϕ,2Sint,1
〉〉

− i

4

〈〈
S2

ϕ,2S
2
int,1

〉〉
. (241)

The corresponding diagrams are closely related to those
presented in Fig. 13, in particular to contributions 4 and 5 for
the renormalization of the interaction amplitudes. In a similar
way, when calculating the corrections to γ ρ/σ

• , one also deals
with pairs of diagrams, see Fig. 14.

4(a 4) (b)

5(a 5) (b)

FIG. 14. These diagrams give rise to the corrections to γ ρ/σ
• . They

are organized into two pairs, in close analogy to the corresponding
diagrams in Fig. 13 with the same labels.

We present some details for the first term in Eq. (241). As
mentioned, the correction consists of two parts,

− 1
2

〈〈
S2

ϕ,2Sint,1
〉〉

= A + B, (242)

corresponding to the diagrams labeled as 4(a) and 4(b) in
Fig. 14, respectively. A and B take the form

A = − i

8
(πν)4

2∑

n=0

×
(

⟨⟨Tr[ϑσ3PP ]Tr[φnσ3P ]tr[φnσ3P ]tr[ϑσ3PP ]⟩⟩φ

+ ⟨⟨Tr[ϑσ3PP ]Tr[φnσ3P ]tr[φnσ3P ]tr[ϑσ3PP ]⟩⟩φ
)

= −2
∫

x

ϑ⃗T
αβ(x)γ 2ϑ⃗βα(x)

∫

p,εf

|εf |0R
d (p,εf )D3

εf
(p)

+ 2
∫

x

ϑ⃗T
αα(x)γ 2ϑ⃗ββ(x)

∫

p,εf

|εf |0R
2,d (p,εf )D3

εf
(p)

(243)

and

B = − i

4
(πν)4

2∑

n=0

×
〈〈

Tr[ϑσ3PP ]Tr[φnσ3P ]tr[φnσ3P ]tr[ϑσ3PP ]
〉〉

φ

= 2
∫

x

ϑ⃗T
αβ(x)γ 2ϑ⃗βα(x)

×
∫

p,εf

|εf |
[
0R

d (p,εf ) − 20R
2,d (p,εf )

]
D3

εf
(p). (244)

In these expressions, we abbreviated ϑ = γ
ρ
▹ϕ + γ σ

▹ϕσ .
Summing contributions A and B, one gets

−1
2

〈〈
S2

ϕ,2Sint,1
〉〉

= −8(γ σ
▹)2

∫

x

ϕ⃗T (x)γ2ϕ⃗(x)
∫

p,εf

|εf |0R
2,d (p,εf )D3

εf
.

(245)
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For the RG procedure, a particular parametrization for the
fast degrees of freedom needs to be chosen. In accord
with the previous section, we will work with the expo-
nential parametrization Û0 = exp(−P̂ /2), Q̂0 = σ̂3 exp(P̂ ),
{σ̂3,P̂ } = 0. It turns out to be sufficient to expand up to second
order in P̂ . We left out terms linear in P̂ . Such terms describe
the decay (or fusion) of a fast mode into slow modes. These
processes do not not play any role in the RG analysis. Then
the result of the expansion reads

S0 = πνi

4
Tr[D(∇Q̂s)2 + 4izε̂Q̂s]

+ πνi

2
Tr[D(σ̂3P %̂)2 + DP̂ 2(%̂σ̂3)2

+D%̂[∇P̂ ,P̂ ] + izε̂Û σ̂3P̂
2Û ]

− πνi

4
Tr[D(∇P̂ )2], (114)

Sint = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQ̂s]Tr[φ̂nQ̂s]⟩

+ i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQ̂s]tr[φ̂nÛ σ̂3P̂
2Û ]⟩

+ i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nÛ σ̂3P̂ Û ][φ̂nÛ σ̂3P̂ Û ]⟩. (115)

So far, the separation into fast and slow degrees was purely
formal. Let us now qualify this distinction: (1) frequencies in
the interval λτ−1 < |ε| < τ−1, 0 < λ < 1 and momenta in the
shell λτ−1 < Dk2/z < τ−1 are referred to as fast. (2) If at least
one of the frequencies ε or ε′ for the slow field Ûεε′ is fast, it
has to be set equal to the unit matrix. (3) In the fast variables
P̂εε′ , at least one of the frequencies ε, ε′ or the momentum
should be fast.

For the frequency term in the action, one should explicitly
distinguish fast and slow frequencies, i.e., ε̂f and ε̂s . Then

Tr[zε̂Û σ̂3P̂
2Û ] = Tr[zε̂sÛ σ̂3P̂

2Û ] + Tr[zε̂f σ̂3P̂
2]. (116)

We will now present a list of all the terms that are relevant for
the one-loop RG analysis. The following terms contain only
slow modes:

SD = iπνD

4
Tr[(∇Q̂s)2], (117)

Sz = −πνzTr[ε̂sQ̂s], (118)

S) = i

2
(πν)2⟨Tr[φ̂nQ̂s]Tr[φ̂nQ̂s]⟩, (119)

Sγ▹ = πνTr
[(

γ
ρ
▹ϕ̂ + γ σ

▹ϕ̂σ
)
Q̂s

]
, (120)

Sγ• = 2ν

∫

x

ϕ⃗T (x)γ̂2diag(γ ρ
• ,γ σ

• ,γ σ
• ,γ σ

• )ϕ⃗(x). (121)

Terms Sγ▹ and Sγ• arise from the source term Sϕ . In fact, Sγ•

is identical to Sϕϕ ; the present notation is used to emphasize
the dependence on the parameters γ ρ/σ

• .

Next, we come to the terms containing fast modes. The
terms originating from S0 read

Sf,0 = − iπν

4
Tr[D(∇P̂ )2 − 2izε̂f σ̂3P̂

2], (122)

S1 = −πνi

2
Tr[D%̂[P̂ ,∇P̂ ]], (123)

S2 = πνi

2
Tr[DP̂ 2(%̂σ̂3)2 + D(σ̂3P̂ %̂)2], (124)

Sε = −πν

2
Tr[zε̂sÛ σ̂3P̂

2Û ]. (125)

Here, S2 has two parts, which we label as S2a and S2b in the
order of appearance.

The interaction part of the action Sint gives rise to the
following terms:

Sint,1 = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nÛ σ̂3P̂ Û ]Tr[φ̂nÛ σ̂3P̂ Û ]⟩,

Sint,2 = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQs]Tr[φ̂nÛ σ̂3P̂
2Û ]⟩. (126)

Note that the labeling of these two terms refers to their different
structure with respect to P̂ , and is not related to the fields φ1
and φ2.

Finally, the source term SϕQ, see (62), generates a term

Sϕ,2 = πν

2
Tr

[(
γ

ρ
▹ϕ̂ + γ σ

▹ϕ̂σ
)
Ûσ3P̂

2Û
]
, (127)

where the labeling is chosen in analogy to Sint,2. The terms
containing fast modes are conveniently represented in a
diagrammatic language as depicted in Figs. 2–4.

We want to integrate out fast modes P̂ in the Gaussian
approximation, and in this way generate a new effective
action. Besides the slow part of the action, compare Eqs. (117)
to (121), corrections arise from the term

-S = −i ln
(∫

D[P̂ ] eiS1+iS2+iSε+iSint+iSϕ,2 eiSf,0

)
. (128)

Sf,0

S1

S2,a

S2,b

Sε

FIG. 2. The elements of the RG procedure originating from the
noninteracting part of the action. Open ends imply P . Closed sleeves
correspond to U or U . When separated by an angle, a gradient acts
on one of them. A slow frequency εs stands in the vertex marked by
a dot.
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Sint,1

Sint,1;d

Sint,2

Sint,2;d

FIG. 3. The elements of the RG procedure originating from
the interaction part of the action. A shaded square implies one
of the interaction amplitudes. A ladder means that the interaction
was dressed by ladder diagrams. Such terms are indicated by the
subscript “d.”

In general, if there are N different parts in the action in which
slow and fast modes couple to each other, one finds

!S = −i ln
[∫

D[P̂ ] (ei
∑N

i=1 Si )eiSf,0

]

=
N∑

i=1

⟨Si⟩ + i

2

N∑

ij=1

⟨⟨SiSj ⟩⟩ − 1
6

N∑

ijk=1

⟨⟨SiSjSk⟩⟩ + · · · .

(129)

Here, the connected average means that contractions between
different terms must be taken as

⟨⟨AB⟩⟩ = ⟨AB⟩ − ⟨A⟩ ⟨B⟩ , (130)

and so on.
When integrating out fast modes, two cases should be

distinguished. If at least one of the frequencies of the P̂ -matrix
is slow, then the contractions should be performed using Sf,0
alone. One can formulate two contraction rules for this case.
Rule (i) applies when the two contracted P̂ s stand under
different traces:

⟨tr[ÂP̂ε1ε2 (r1)]tr[B̂P̂ε3ε4 (r2)]⟩

= − 2
πν

tr[Â⊥%̂ε1ε2 (r1 − r2)B̂⊥]δε1,ε4δε2,ε3 , (131)

Sϕ,2

FIG. 4. Source term.

where we denote Â⊥ = 1
2 (Â − σ̂3Âσ̂3), and

%̂ε+ ω
2 ε− ω

2
(q) =

(D(q,ω) 0

0 D(q,ω)

)
(132)

contains a retarded diffuson D and an advanced one, D(ω) =
D(−ω). A second contraction rule (ii) applies when two
contracted P̂ s appear within one trace. It reads as follows:

⟨tr[APε1ε2 (r1)BPε3ε4 (r2)]⟩

= − 1
πν

(tr[A%̂ε1ε2 (r1 − r2)]tr[B]

− tr[Aσ̂3%̂ε1ε2 (r1 − r2)]tr[Bσ̂3])δε1ε4δε2,ε3 . (133)

In the second case, when both frequencies of the P̂ matrix
are fast, the free Gaussian action of the fast modes besides
Sf,0 also contains a part originating from Sint,1. In the case in
question, it takes the form Sint,1 → Sf,int, where

Sf,int = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nσ̂3P̂ ]Tr[φ̂nσ̂3P̂ ]⟩. (134)

Correspondingly, one should take the contraction with the full
quadratic form

Sf = Sf,0 + Sf,int. (135)

The relevant contraction rule for the components of P̂ has
already been stated in Eqs. (82), (83), and (87). As is
clear from the discussion presented in connection with these
formulas in Sec. III B, the extension of the quadratic form
corresponds to “dressed” diffusons, which include not only
impurity scattering but also a rescattering in the singlet and
triplet channels as described by the amplitudes *ρ and *σ .
An example when this extension becomes important is the
dressing of the interaction which will be discussed next.

B. Dressed interaction

Suppose that a certain average contains the interaction part
of the action, Sint. Besides Sint, one may as well insert in its
place the second cumulant i

2 ⟨⟨S2
int⟩⟩, where for each of the

interaction terms one Q̂εε′ will be replaced by the fast σ̂3P̂εε′

with both frequencies fast, so that adjacent Û , Û should be
substituted by 1. The contraction of such fast P̂ s has to be
taken with respect to Sf . This case may occur because the
interaction fixes only the difference of frequencies ε − ε′ rather
than the two frequencies individually. It means that Sint should
be replaced by its dressed (extended) counterpart:

Sint;d = Sint + i

2

〈〈
S2

int

〉〉
, (136)

where specifically

i

2

〈〈
S2

int

〉〉
= − i

2
(πν)2〈〈⟨Tr[φnQ̂]Tr[φnσ̂3P̂ ]⟩2

φ

〉〉
Sf

(137)

and we indicated by the labels φ and Sf which kind of average
should be used. For the calculation of this object a separation
into singlet and triplet channel is useful, in close analogy to the
calculation of the correlation functions demonstrated before,
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For the RG procedure, a particular parametrization for the
fast degrees of freedom needs to be chosen. In accord
with the previous section, we will work with the expo-
nential parametrization Û0 = exp(−P̂ /2), Q̂0 = σ̂3 exp(P̂ ),
{σ̂3,P̂ } = 0. It turns out to be sufficient to expand up to second
order in P̂ . We left out terms linear in P̂ . Such terms describe
the decay (or fusion) of a fast mode into slow modes. These
processes do not not play any role in the RG analysis. Then
the result of the expansion reads

S0 = πνi

4
Tr[D(∇Q̂s)2 + 4izε̂Q̂s]

+ πνi

2
Tr[D(σ̂3P %̂)2 + DP̂ 2(%̂σ̂3)2

+D%̂[∇P̂ ,P̂ ] + izε̂Û σ̂3P̂
2Û ]

− πνi

4
Tr[D(∇P̂ )2], (114)

Sint = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQ̂s]Tr[φ̂nQ̂s]⟩

+ i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQ̂s]tr[φ̂nÛ σ̂3P̂
2Û ]⟩

+ i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nÛ σ̂3P̂ Û ][φ̂nÛ σ̂3P̂ Û ]⟩. (115)

So far, the separation into fast and slow degrees was purely
formal. Let us now qualify this distinction: (1) frequencies in
the interval λτ−1 < |ε| < τ−1, 0 < λ < 1 and momenta in the
shell λτ−1 < Dk2/z < τ−1 are referred to as fast. (2) If at least
one of the frequencies ε or ε′ for the slow field Ûεε′ is fast, it
has to be set equal to the unit matrix. (3) In the fast variables
P̂εε′ , at least one of the frequencies ε, ε′ or the momentum
should be fast.

For the frequency term in the action, one should explicitly
distinguish fast and slow frequencies, i.e., ε̂f and ε̂s . Then

Tr[zε̂Û σ̂3P̂
2Û ] = Tr[zε̂sÛ σ̂3P̂

2Û ] + Tr[zε̂f σ̂3P̂
2]. (116)

We will now present a list of all the terms that are relevant for
the one-loop RG analysis. The following terms contain only
slow modes:

SD = iπνD

4
Tr[(∇Q̂s)2], (117)

Sz = −πνzTr[ε̂sQ̂s], (118)

S) = i

2
(πν)2⟨Tr[φ̂nQ̂s]Tr[φ̂nQ̂s]⟩, (119)

Sγ▹ = πνTr
[(

γ
ρ
▹ϕ̂ + γ σ

▹ϕ̂σ
)
Q̂s

]
, (120)

Sγ• = 2ν

∫

x

ϕ⃗T (x)γ̂2diag(γ ρ
• ,γ σ

• ,γ σ
• ,γ σ

• )ϕ⃗(x). (121)

Terms Sγ▹ and Sγ• arise from the source term Sϕ . In fact, Sγ•

is identical to Sϕϕ ; the present notation is used to emphasize
the dependence on the parameters γ ρ/σ

• .

Next, we come to the terms containing fast modes. The
terms originating from S0 read

Sf,0 = − iπν

4
Tr[D(∇P̂ )2 − 2izε̂f σ̂3P̂

2], (122)

S1 = −πνi

2
Tr[D%̂[P̂ ,∇P̂ ]], (123)

S2 = πνi

2
Tr[DP̂ 2(%̂σ̂3)2 + D(σ̂3P̂ %̂)2], (124)

Sε = −πν

2
Tr[zε̂sÛ σ̂3P̂

2Û ]. (125)

Here, S2 has two parts, which we label as S2a and S2b in the
order of appearance.

The interaction part of the action Sint gives rise to the
following terms:

Sint,1 = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nÛ σ̂3P̂ Û ]Tr[φ̂nÛ σ̂3P̂ Û ]⟩,

Sint,2 = i

2
(πν)2

2∑

n=0

⟨Tr[φ̂nQs]Tr[φ̂nÛ σ̂3P̂
2Û ]⟩. (126)

Note that the labeling of these two terms refers to their different
structure with respect to P̂ , and is not related to the fields φ1
and φ2.

Finally, the source term SϕQ, see (62), generates a term

Sϕ,2 = πν

2
Tr

[(
γ

ρ
▹ϕ̂ + γ σ

▹ϕ̂σ
)
Ûσ3P̂

2Û
]
, (127)

where the labeling is chosen in analogy to Sint,2. The terms
containing fast modes are conveniently represented in a
diagrammatic language as depicted in Figs. 2–4.

We want to integrate out fast modes P̂ in the Gaussian
approximation, and in this way generate a new effective
action. Besides the slow part of the action, compare Eqs. (117)
to (121), corrections arise from the term

-S = −i ln
(∫

D[P̂ ] eiS1+iS2+iSε+iSint+iSϕ,2 eiSf,0

)
. (128)

Sf,0

S1

S2,a

S2,b

Sε

FIG. 2. The elements of the RG procedure originating from the
noninteracting part of the action. Open ends imply P . Closed sleeves
correspond to U or U . When separated by an angle, a gradient acts
on one of them. A slow frequency εs stands in the vertex marked by
a dot.
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1(a 1) (b)

2(a 2) (b)

3(a 3) (b)

4(a 4) (b)

5(a 5) (b)

FIG. 13. The pairs of diagrams related to (!S")i , i = 1–5.
Diagrams labeled as (a) give rise to the corrections (!"1)i and
diagrams labeled as (b) to the corrections (!"2)i . Only those
contributions remain, for which all interaction amplitudes are of
the "2 type. All other contributions, which contain the amplitudes
"0 or "1 at least once, cancel between the two diagrams forming
a pair. An important consequence is that the amplitude "0 remains
unrenormalized.

The different ways in which the occurring frequencies can
be chosen as being fast are as follows: (a) (ε2,ε3) fast or
equivalently (ε1,ε4) fast → (!"1)1 and (b) (ε2,ε4) fast or
equivalently (ε1,ε3) fast → (!"2)1.

These two possibilities lead to the diagrams displayed in
Figs. 13 as 1(a) and 1(b), respectively. For case (a), a correction
to "1 arises; for case (b), a correction to "2.

(a) Let (ε2,ε3) be fast. We account for the equivalent choices
by a factor of two, neglect slow frequencies in the diffusion
propagators, and take the slow U modes at coinciding points.
In this way, one obtains

!S = −i(πν)2

2

∫
⟨tr[(φ′

2(r4)Q(r1)φ2(r1)σ3)ε2ε2(ε2 (r1 − r4)

− (φ′
2(r4)φ2(r1))ε2ε2(ε2 (r1 − r4)]

× tr[(φ′
2(r3)Q(r2)φ2(r2)σ3)ε3ε3(ε3 (r2 − r3)

− (φ′
2(r3)φ2(r2))ε3ε3(ε3 (r2 − r3)]⟩. (205)

The term of interest is the one containing two Q’s and for this
term one obtains

!S = π2i

8

∫

r,p,εi

"
ij
2;d (p,εf )"kl

2;d (p, − εf )δε1−ε2,ε4−ε3

×tr[(γk+εf
(εf

(p)γi)Qαα;ε1ε2 (r)]

×tr[(γl+−εf
(−εf

(p)γj )Qy,ββ;ε3ε4 (r)], (206)

where we remind that +ε = uεσ3uε and we defined (ε =
uε(εuε. After a somewhat tedious but straightforward calcu-
lation, one may show that the following expression emerges:

!S = −iπ2

2

∫

p,εf

σf

[
DR

εf
(p)"R

2;d (p,εf )
]2

×
∫

r,εi

tr[γ1Qαα;ε1ε2 (r)]tr[γ2Qββ;ε3ε4 (r)]δε1−ε2,ε4−ε3 .

(207)

We see that the typical structure of the "1-type interaction term
is reproduced.

(b) Now, let (ε2,ε4) be fast. In a similar way, we find that
we should evaluate the following expression:

!S = −i(πν)2

2

∫
⟨tr[(φ′

2(r4)Q(r1)φ2(r1)σ3)ε2ε2(ε2 (r1 − r4)]

× tr[(φ2(r2)Q(r2)φ′
2(r3)σ3)ε4ε4(ε4 (r3 − r2)]⟩φ2φ

′
2
.

(208)

After performing the averaging with respect to φ and φ′, one
obtains

!S = π2i

4

∫

r,p,εi

"il
2,d (p,εf )"jk

2,d (p, − εf )

×tr[(γj+εf
(εf

γi)Qε1ε2;αβ]

×tr[(γl+εf
(εf

γk)Qε3ε4;βα]δε1−ε2,ε4−ε3 . (209)

The origin of the additional factor 2 compared to formula (206)
is the spin degree of freedom. Further evaluation gives

!S = iπ2
∫

p,εf

σf

[
DR

εf
(p)"R

2;d (p,εf )
]2

∫

r,εi

tr[γ1Qαβ;ε1ε2 (r)]tr[γ2Qβα;ε3ε4 (r)]δε1−ε2,ε4−ε3 .

(210)

Here, the structure of the "2-type interaction term is
reproduced.

The result for the corrections to "1 and "2 from the first
pair of diagrams can easily be found by comparing the obtained
results to S" ,

(!"1)1 = i

ν

∫

p,εf

σf

[
DR

εf
(p)"R

2;d (p,εf )
]2

, (211)

(!"2)1 = 2i

ν

∫

p,εf

σf

[
DR

εf
(p)"R

2;d (p,εf )
]2

. (212)

Now let us clarify the cancellation within each pair when a
contraction is not of the φ2 type. If one or both of the H-S fields
φ2 and φ′

2 are replaced by φ0 (φ′
0) or φ1 (φ′

1), then the overall
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= + + + . . .

= + + +

+ +

+ + + . . .

FIG. 6. Schematic illustration of the dressing of the interaction
according to Eq. (85) (upper part) and the extraction of the gravita-
tional fields from the dressed interaction according to Eq. (86) (lower
part). For !1,d , both interaction amplitudes !1 and !2 are involved, for
!2,d only !2-type interactions contribute. The gravitational potentials
ζD and ζz are extracted from the diffusons, the potentials ζ!1 and ζ!2

from the respective interaction amplitudes.

δSint,2 without dressing [but allowing for a finite frequency
transfer and the corresponding Keldysh matrix structure], and
subsequently include dressing of the interaction amplitudes
and the related extraction of the gravitational potentials by the
replacement in Eq. (86).

In order to formulate the replacement rule in a more
compact form, let us introduce the following notation:

ζ1 = ζD, ζ2 = ζz, ζ3 = ζ!1 , ζ4 = ζ!2 ; (87)

X1 = D, X2 = z, X3 = !1, X4 = !2. (88)

Then, we can write the replacement (86) as

ζi0!
R
i0

→
4∑

i=1

ζiXi

∂

∂Xi

!R
i0,d

. (89)

The dressing and modification of the gravitational potentials
is illustrated in Fig. 6.

The discussed example gives a first idea of the calculations
detailed below: we will use the RG calculations in the absence
of the gravitational potentials as a starting point and modify
them in order to obtain the renormalization of the gravitational
potentials.

V. RENORMALIZATION GROUP CALCULATION

A. RG for the kinetic term SζD

In this section, we describe the calculation of the one-loop
correction to SζD

. It is instructive to first recall the related
set of diagrams for the kinetic term SD , from which the
renormalization of the diffusion coefficient can be obtained
(see Fig. 7):

%SD = ⟨Sint,1⟩0 + i⟨⟨S1Sint,1⟩⟩0 + i⟨⟨S2Sint,1⟩⟩0

− 1
2

〈〈
S2

1Sint,1
〉〉

0. (90)

In this formula and below, the index 0 indicates that the
average is to be taken with respect to the bare action without
gravitational field.

For the calculation of %SζD
, it is necessary to include

logarithmic corrections that involve (a) two gradients of the

FIG. 7. The standard set of diagrams for the renormalization of
the diffusion coefficient.

slow modes and (b) one of the gravitational potentials ζi with
i = 1 − 4. Recall that although the bare value of ζD = 0,
we explore all possibilities that may generate it. One way
to generate the term %SζD

is by replacing S1, S2, or Sint,1
in Eq. (90) by the corresponding terms δS1, δS2, and δSint,1
that involve the gravitational potentials. (Note that in the case
of the interaction term, there is a possibility to extract the
gravitational potentials from the dressed interaction lines as it
has been discussed in Sec. IV D.) Another way to extract the
gravitational potentials is to employ δSf,0, compare Eq. (69).
This corresponds to a perturbative expansion of the diffusion
propagators in the gravitational potentials ζD or ζz. It turns out
that after summing all these contributions the structure of SζD

can be reproduced, and therefore the one-loop correction to
the gravitational potential ζD may be obtained.

In the following, we implement the procedure indicated
above. To this end we write the total correction %SζD

as the
sum of four distinct terms

(
%SζD

)
=

4∑

i=1

(%SζD
)i . (91)

The individual contributions (%SζD
)i are defined as follows.

(1) %SζD
is obtained by replacing Sint,1 by δSint,1 in Eq. (90)

and subsequent extraction of the gravitational potentials from
the dressed interaction amplitudes according to the procedure
described in Sec. IV D. Thus the first step, (I ), is to determine

(
%SζD

)(I )
1 = ⟨δSint,1⟩0 + i⟨⟨S1δSint,1⟩⟩0

+ i⟨⟨S2δSint,1⟩⟩0 − 1
2

〈〈
S2

1δSint,1
〉〉

0. (92)

The correction (%SζD
)1 is then obtained by substituting

ζn!
R
n,d →

4∑

j=1

ζjXj

δ

δXj

!R
n,d (93)

in the expression for (%SζD
)(I )
1 .

(2) (%SζD
)2 is obtained by replacing S1 and S2 by δS1 and

δS2 in Eq. (90), respectively,

(%SζD
)2 = i⟨⟨δS1Sint,1⟩⟩0 + i⟨⟨δS2Sint,1⟩⟩0 − ⟨⟨δS1S1Sint,1⟩⟩0.

(94)
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0

1(a (1) b)

2(a (2) b)

3(a (3) b)

4(a (4) b)

5(a (5) b)

FIG. 27. The diagrams describing corrections to !1 and !2 listed
in Eq. (141).

One obtains

⟨δSint⟩0 = π

2

∫

εi

δε1−ε2,ε4−ε3

∫

p
D(p,0)

× Tr
[
γ1ζ!1Qαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
!1

− Tr
[
γ1ζ!2Qαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
!2. (143)

FIG. 28. ⟨δSint,1⟩0 contributing to ()Sζ!
)0. No dressing of the

interaction is required here, since all frequencies are fixed to be slow,
while momenta are fast.

FIG. 29. i⟨⟨SintδSf,D⟩⟩0 contributing to ()Sζ!
)0.

No dressing of the interaction is required here because all
frequencies are fixed to be slow, while momenta are fast. It
will be convenient to present this result in the form

⟨δSint⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3

∫

p
D(p,0)

×Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
Xj

∂

∂Xj

!1

− Tr
[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
Xj

∂

∂Xj

!2.

(144)

For the second term,

i⟨⟨SintSf,D⟩⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3!1Xj

∂

∂Xj

∫
D(p,0)

×
(
Tr

[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
!1

− Tr
[
γ1δzjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
!2).

(145)

For an illustration, see Fig. 29.
From Eqs. (144) and (145), we find

(
)

(
!1ζ!1

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!2

∫

p
D(p,0)

]
, (146)

(
)

(
!2ζ!2

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!1

∫

p
D(p,0)

]
. (147)

2. (!Sζ#
)1

We have the following contributions:
(
)Sζ!

)
1 = i⟨⟨Sint,1δSint,1⟩⟩0 − 1

2

〈〈
S2

int,1δSf,D

〉
⟩0

− 1
2

〈〈
S2

int,1δSf,z

〉〉
0 . (148)

Denoting the corrections on the right-hand side of Eq. (148)
as C1 to C3 in the order of appearance, the results have the
following common structure:

Ck = −π2i

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3 I
j
k

×
(
Tr

[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]

− 2Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

])
, (149)
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p
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No dressing of the interaction is required here because all
frequencies are fixed to be slow, while momenta are fast. It
will be convenient to present this result in the form

⟨δSint⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3

∫

p
D(p,0)

×Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
Xj

∂

∂Xj

!1

− Tr
[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
Xj

∂

∂Xj

!2.

(144)

For the second term,

i⟨⟨SintSf,D⟩⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3!1Xj

∂

∂Xj

∫
D(p,0)

×
(
Tr

[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
!1

− Tr
[
γ1δzjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
!2).

(145)

For an illustration, see Fig. 29.
From Eqs. (144) and (145), we find

(
)

(
!1ζ!1

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!2

∫

p
D(p,0)

]
, (146)

(
)

(
!2ζ!2

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!1

∫

p
D(p,0)

]
. (147)

2. (!Sζ#
)1

We have the following contributions:
(
)Sζ!

)
1 = i⟨⟨Sint,1δSint,1⟩⟩0 − 1

2

〈〈
S2

int,1δSf,D

〉
⟩0

− 1
2

〈〈
S2

int,1δSf,z

〉〉
0 . (148)

Denoting the corrections on the right-hand side of Eq. (148)
as C1 to C3 in the order of appearance, the results have the
following common structure:

Ck = −π2i

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3 I
j
k

×
(
Tr

[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]

− 2Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

])
, (149)
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× Tr
[
γ1ζ!1Qαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
!1

− Tr
[
γ1ζ!2Qαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
!2. (143)

FIG. 28. ⟨δSint,1⟩0 contributing to ()Sζ!
)0. No dressing of the

interaction is required here, since all frequencies are fixed to be slow,
while momenta are fast.

FIG. 29. i⟨⟨SintδSf,D⟩⟩0 contributing to ()Sζ!
)0.

No dressing of the interaction is required here because all
frequencies are fixed to be slow, while momenta are fast. It
will be convenient to present this result in the form

⟨δSint⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3

∫

p
D(p,0)

×Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
Xj

∂

∂Xj

!1

− Tr
[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
Xj

∂

∂Xj

!2.

(144)

For the second term,

i⟨⟨SintSf,D⟩⟩0 = π

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3!1Xj

∂

∂Xj

∫
D(p,0)

×
(
Tr

[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

]
!1

− Tr
[
γ1δzjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]
!2).

(145)

For an illustration, see Fig. 29.
From Eqs. (144) and (145), we find

(
)

(
!1ζ!1

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!2

∫

p
D(p,0)

]
, (146)

(
)

(
!2ζ!2

))
0 = 1

πν

4∑

j=1

ζjXj

δ

δXj

[
!1

∫

p
D(p,0)

]
. (147)

2. (!Sζ#
)1

We have the following contributions:
(
)Sζ!

)
1 = i⟨⟨Sint,1δSint,1⟩⟩0 − 1

2

〈〈
S2

int,1δSf,D

〉
⟩0

− 1
2

〈〈
S2

int,1δSf,z

〉〉
0 . (148)

Denoting the corrections on the right-hand side of Eq. (148)
as C1 to C3 in the order of appearance, the results have the
following common structure:

Ck = −π2i

2

4∑

j=1

∫

εi

δε1−ε2,ε4−ε3 I
j
k

×
(
Tr

[
γ1ζjQαα,ε2ε1

]
Tr

[
γ2Qββ,ε4ε3

]

− 2Tr
[
γ1ζjQαβ,ε2ε1

]
Tr

[
γ2Qβα,ε4ε3

])
, (149)

155441-20

Bare diagram 
- Renormalization of the interaction amplitudes

⇣z
⇣D

⇣�i
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Heat density for the Coulomb problem
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The Coulomb case

For the long-range Coulomb interaction the definition of the energy density and 
associated current requires some care.

Our approach:  

2. “Project” the density to the plane by integrating in the perpendicular direction.

T

00 = T

00(x, y, z, t)

k(x, y, t) =

Z
dz T

00(x, y, z, t)

1. Find the energy momentum tensor and read off the energy density.

3. Introduce the source term

S⌘ =

Z
dt d2r ⌘(r, t)k(r, t)

The Coulomb problem
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The canonical energy-momentum tensor

Schrödinger field:

Construction of the canonical energy momentum tensor

Electromagnetic field, free part:

LS =
i

2
[ ⇤@t � @t 

⇤ ]� 1

2m
(ir� qA) ⇤(�ir� qA) � q� ⇤ 

Lem = � 1

16⇡
Fµ⌫F

µ⌫ Fµ⌫ = @µA⌫ � @⌫Aµ Aµ = (�,A)

Noether construction for invariance under translation of coordinates gives

⇥µ⌫ =
@L

@(@µ )
@⌫ +

@L
@(@µ ⇤)

@⌫ ⇤ +
@L

@(@µA�)
@⌫A� � gµ⌫L

@µ⇥
µ0 = 0 ⇥00 = u + q�⇢� 1

8⇡
E2 + . . .

Conservation law Energy density?
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The Belinfante tensor

Tµ⌫ = ⇥µ⌫ +
1

4⇡
@�(F

µ�A⌫)

T 00 = u +
1

8⇡
E2 + . . .

Belinfante Energy Momentum Tensor

Coulomb Gauge and non-relativistic limit

T 00 =
1

2m
r ⇤r +

1

8⇡

h
Ek

i2
Ek = � 1

4⇡
r
Z

dr0
⇢(r0, t)

|r� r0|

2d energy density: k(x, y, t) =

Z
dz T

00(x, y, z, t)

@µT
µ⌫ = 0

`

V⌘ =
1

2
{1 + ⌘, V0}+

1

8⇡e2
V0(r2⌘)V0

Vs
⌘ =

1

2
{1 + ⌘, V s

0 }+
1

8⇡e2
V s
0 (r2⌘)V s

0 +O(⌘2)
Screening

Coulomb interaction in the presence of η

same form obtained 
in Catelani, Aleiner (2005)
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The Belinfante tensor

Tµ⌫ = ⇥µ⌫ +
1

4⇡
@�(F

µ�A⌫)

T 00 = u +
1

8⇡
E2 + . . .

Belinfante Energy Momentum Tensor

Coulomb Gauge and non-relativistic limit

T 00 =
1

2m
r ⇤r +

1

8⇡

h
Ek

i2
Ek = � 1

4⇡
r
Z

dr0
⇢(r0, t)

|r� r0|

2d energy density: k(x, y, t) =

Z
dz T

00(x, y, z, t)

@µT
µ⌫ = 0

`

V⌘ =
1

2
{1 + ⌘, V0}+

1

8⇡e2
V0(r2⌘)V0

Vs
⌘ =

1

2
{1 + ⌘, V s

0 }+
1

8⇡e2
V s
0 (r2⌘)V s

0 +O(⌘2)
Screening

Coulomb interaction in the presence of η

same form obtained 
in Catelani, Aleiner (2005)
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Correlation function in the subthermal regime
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Perturbative calculation of the heat-density correlation function 
• Calculate leading quantum corrections in the parameter 1/EFτ. 

• Coulomb interaction only - FL corrections later 

• Reproduce RG-type corrections from energies T<E<1/τ 

• Identify additional corrections from sub-temperature energies E<T.

6

written in frequency space), and a summation over spin
degrees of freedom; the symbol Tr includes, in addition,
an integration over coordinates. The first two terms in
Eq. (27) describe di↵usion in the absence of the electron-
electron interaction; D is the di↵usion coe�cient; ⌫0 is
the single particle density of states per spin direction.
The electron-electron interaction acts only in the singlet
channel (no Pauli matrices acting in the spin space are
present) as it should be for the Coulomb interaction. The
term in the last line describes the contributions to the
static part of the heat-density heat-density correlation
function originating from fermionic degrees of freedom
(i.e., without participation of the di↵usion modes); c0 =
2⇡2⌫0T/3 is the specific heat of electrons. We suppressed
an additional term that is linear in ⌘2 and required only
for the calculation of the heat density itself.

The Coulomb interaction entering the action S is stat-
ically screened, V̂s

⌘

= (V̂�1
⌘

+ 2⌫0�̂)�1. This formula is

symbolical: Both V̂s

⌘

and V̂
⌘

depend on three-dimensional
spatial coordinates, but screening takes place in the two-
dimensional plane. Importantly, �̂ appears in the term
responsible for screening. At zeroth order in ⌘, the inter-
action Vs

⌘

coincides with the statically screened Coulomb

interaction Vs

⌘=0 ⌘ V s

0 = (V �1
0 + 2⌫0)�1, where again

screening occurs in the plane only. The relation (23) al-
lows us to obtain a regular expansion for V̂s

⌘

in powers of
⌘

V̂s

⌘

=
1

2
{1 + ⌘̂, V s

0 } +
1

8⇡e2
V s

0 (r2⌘̂)V s

0 + O(⌘2). (28)

Since V s

0 is not singular anymore, one can neglect in V̂s

⌘

the second term on the right hand side in the limit of
small gradients. Thus, owing to screening, the point of
observation coincides with the position of the charges
when finding the heat density correlation function of
a system of conducting electrons confined within a 2d
plane. (In the case of the bare, i.e., unscreened, Coulomb
interaction one cannot neglect the second term in V̂

⌘

even in the limit of small gradients.) As a consequence,
all subsequent considerations involve the e↵ective two-
dimensional Coulomb interaction with V s

0 = 2⇡e2/(|q| +
s), where 

s

= 4⇡e2⌫0 is the inverse screening radius.

IV. DYNAMICAL PARTS OF THE
CORRELATION FUNCTIONS - GENERAL

FORMULAS

A. Dynamical part of the heat density correlation
function

Here, we focus on the dynamical part of the correlation
function �dyn

kk

, for which the corresponding diagrams are
reducible with respect to cutting a single di↵uson. The
starting point for all subsequent calculations will be the
Keldysh NL�M action in the presence of the gravitational
potentials, Eq. (27). Only the Q-dependent part of the

S�� S�V

FIG. 1: The frequency and interaction vertices originating
from the source terms S⌘" and S⌘V as introduced in Eqs. (31)
and (32), respectively. The density vertex arising in connec-
tion with the calculation of the density-density correlation
function will be drawn in the same way as the frequency ver-
tex.

action (27) is relevant for the calculation (the last term
in S can be abandoned). In addition, we may restrict
ourselves to terms of linear order in ⌘̂ in the action. This
allows us, in particular, to use the linear approximation
for the interaction V̂s

⌘

displayed in Eq. (28). To linear
order in ⌘̂, the Q-dependent part of the action reads

S
lin

=
⇡⌫0i

4
Tr

h
D(rQ̂)2 + 2i{"̂, 1 � ⌘̂}�Q̂

i
(29)

� ⇡2⌫2
0

4

Z

rr0,t
tr[(1 � ⌘̂)�̂

i

�Q̂
tt

(r)]�̂ij

2 V s

0 (r � r0)

⇥ tr[�̂
j

�Q̂
tt

(r0)].

We decompose

S
lin

= S
⌘=0 + S

"⌘

+ S
⌘V

. (30)

with two types of source terms in the action. The first
one is already present in the noninteracting theory

S
⌘"

=
⇡⌫0
2

Tr[{"̂, ⌘̂}�Q̂]. (31)

The other source term is specific for the interacting prob-
lem

S
⌘V

=
(⇡⌫0)2

4

Z

rr0,t
tr[⌘̂�̂

i

�Q̂
tt

(r)] (32)

⇥ �̂ij

2 V s

0 (r � r0)tr[�̂
j

�Q̂
tt

(r0)].

As will become clear below, the existence of this vertex is
of crucial importance for the internal consistency of the
theory, in particular with respect to the conservation of
energy.

The two source terms of Eq. (31) and Eq. (32) give rise
to two vertices in the diagrammatic representation, which
we will refer to as the frequency vertex and the interac-
tion vertex, respectively. They are displayed in Fig. 1.
One can further distinguish between vertices originating
from a di↵erentiation with respect to ⌘2 and ⌘1. For the
sake of definiteness, we will draw the vertices related to
⌘2 on the left hand side and those related to ⌘1 on the
right hand side of a diagram.

Correspondingly, for finding the dynamical part, we
need to calculate

�dyn

""

(x1, x2) = � i

2
(⇡⌫0)

2

Z

"i

e�it1("1�"2)+it2("3�"4) (33)

⇥ h"12tr[�̂2�Q̂"1"2(r1)]"34tr[�̂1�Q̂"4"3(r2)]ir,

Perturbation theory -  Coulomb-only problem

Relevant vertices 
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Perturbation theory -  Coulomb only problem

�dyn
nn (q,!) = �2⌫0(�̄

⇢
/)

2 i!

D�1
⇠ (q,!) + i�̄⇢!

�dyn
kk (q,!) = �c0T (�

z
/)

2 i!

D̃�1
⇠ (q,!)

D⇠(q,!) =
⇠2

Dq2 � iz!
D̃⇠(q,!) =

⇠̃2

D̃q2 � iz̃!
8

In the Keldysh formalism, the dynamically screened
interaction acquires a non-trivial matrix structure in
Keldysh space:

V̂ ij

k,⌫ =

✓
V K

k,⌫ V R

k,⌫

V A

k,⌫ 0

◆
, V R

k,⌫ =
1

V �1
0 (k) + PR

k,⌫

. (39)

In this formula, V0(k) = 2⇡e2/|k| is the e↵ective
two-dimensional Coulomb interaction and PR(k, ⌫) =
2⌫0Dk2/(Dk2 � i⌫) is the retarded polarization opera-
tor. The advanced and Keldysh components of V̂ are de-
fined as V A

k,⌫ = V R

k,�⌫

and V K

k,⌫ = B
⌫

(V R

k,⌫ � V A

k,⌫), where
B
⌫

= coth(⌫/2T ) is the bosonic distribution function.

V. STRUCTURE OF THE CORRELATION
FUNCTIONS

Before turning to the calculation based on the spe-
cific formalism used in this paper, it is instructive to dis-
cuss the general structure of the heat density-heat den-
sity correlation function �

kk

(q, !). In particular, we are
interested in the constraint given by Eq. (5), which is a
consequence of the fact that �

kk

(q, !) describes the prop-
agation of the heat density under the condition when the
entropy is a conserved quantity.

We are interested in the singular behavior of �
kk

(q, !)
which depends on the order of taking the limits q ! 0 and
! ! 0. We will assume in this section that all intermedi-
ate integrations have already been performed, and, corre-
spondingly, all corrections arising from the RG-interval
and sub-temperature energy range have been absorbed
into the constants which determine the correlation func-
tion. In other words, we will discuss the ”ultimate” stage
when everything that does not depend singularly on q
and ! can be substituted by a constant. The remain-
ing singular behavior originates from the di↵usion prop-
agation of electron-hole pairs, which for free electrons is
described by the propagator

D(q, !) =
1

Dq2 � i!
. (40)

In the presence of the electron interaction, this propaga-
tor has to be modified as will be described below.

In order to allow for a direct comparison with the
density-density correlation function, �

kk

will be struc-
tured in the same way as �

nn

. [A discussion of the
density-density correlation function can be found in
Refs. 29–33. The heat density-heat density correlation
function has been analyzed in Ref. 6. However, the scat-
tering processes, which are the center of our interest here,
have not been considered so far for �

kk

.] In both cases,
the correlation function can be split into static and dy-
namical parts. As we have already mentioned in Sec. II,
see Eqs. (5) and (6), the static parts are related to the
corresponding thermodynamic quantities: the compress-
ibility in the case of �

nn

, and specific heat in the case of
�
kk

. The dynamical parts should cancel the static ones in

�̄�
� D� �̄� D� �̄� D� D� �̄�

�

FIG. 3: The structure of the dynamical part of the density-
density correlation function in accordance with Eq. (43).

the limit q = 0, ! ! 0, which is the way the conservation
laws for particle number and energy manifest themselves.
Our goal is to demonstrate how this works for �

kk

. We
start, however, with �

nn

for which this procedure is well
established.

1. The density-density correlation function

The density-density correlation function can be split
into a static and a dynamical part

�
nn

(q, !) = �st

nn

+ �dyn

nn

(q, !), (41)

where the static part is defined as �st

nn

= �
nn

(q ! 0, ! =
0). Quite generally, the static and dynamical part can be
further decomposed as follows

�st

nn

= �2⌫0�
⇢

• (42)

�dyn

nn

(q, !) = �2⌫0(�̄
⇢

/

)2
i!

D�1
⇠

(q, !) + i�̄
⇢

!
. (43)

Let us discuss the parameters appearing in the above
expressions. As is well known, the static part of the cor-
relation function is related to the compressibility �st

nn

=
�@n/@µ. Therefore,

�⇢

• =
1

2⌫0

@n

@µ
. (44)

The structure of the dynamical part of the correlation
function is displayed in Fig. 3. The vertex corrections
for the two scalar vertices are denoted by �̄⇢

/

; �̄
⇢

is the
short range part of the singlet interaction amplitude.
This means, in particular, that the long-range part of
the Coulomb interaction is not included in �

nn

. The dif-
fusion propagator modified by the electron interaction,
the di↵uson D

⇠

, is defined as

D
⇠

(q, !) =
⇠2

Dq2 � iz!
. (45)

It incorporates the frequency renormalization z, intro-
duced in Ref. 30, and the wave-function renormalization
⇠2. Using the relation �

nn

(q = 0, ! ! 0) = 0, a di-
rect consequence of particle number conservation, one
deduces the following condition

z1 =
⇠2(�̄⇢

/

)2

�⇢

•
, (46)

10

�̄k
� D� �̄k

�

FIG. 4: The structure of the dynamical part of the heat
density-heat density correlation function in accordance with
Eq. (54).

�
kk

(q = 0, ! ! 0) = 0, compare Eq. 5. This, in turn,
imposes the following constraint on the parameters en-
tering the static and dynamical correlation functions

�z

• z̃ = ⇠̃2(�̄z

/

)2. (57)

As has been discussed in Refs. 34, the quantity z which
describes renormalization of the frequency term in action
S, and in this way enters the propagator of di↵usons, is
directly related to the specific heat, c = zc0, so that
�z

• = z. Using this information as an input, Eq. (57) can
be also written as zz̃ = (�z

/

)2, where we defined �z

/

= ⇠̃�̄z

/

.
Within the renormalization group interval of energies,
this relation degenerates to z = z̃ = �z

/

. Adding the
static and the dynamical parts, one then finds

�
kk

(q, !) = ��z

•c0T
D̃q2

D̃q2 � iz̃!
. (58)

At the scale 1/⌧ , the initial values for the various pa-
rameters of the theory are �z

• = �̄z

/

= z̃ = ⇠̃2 = 1, and
the propagator of the di↵uson is equal to D(q, !), com-
pare Eqs. (45) and (55) with Eq. (40). Coming back to
the dynamical part, Eq. (54), we therefore expect that
a perturbative calculation of the dynamical part of the
correlation function will result in an expression of the
following form

�dyn

kk

(q, !) ⇡ �c0T
i!(1 + �⇠̃2 + 2��̄z

/

)

(D + �D̃)q2 � i(1 + �z̃)!

⇡ �c0T i!Dq,!

�c0T i!(�⇠̃2 + 2��̄z

/

)Dq,!

�c0T i![��D̃q2 + i!�z̃]D2
q,!. (59)

To check consistency of the sum of dynamical and static
parts of �

kk

(q, !) with the conservation laws, one should
make certain, in view of Eq. (57), that the relation �⇠̃2 +
2��̄z

/

� �z̃ = �z indeed holds.
In the next section, the analysis of the logarithmic cor-

rections to �
kk

as well as �
nn

is presented. In particular,
in the following sections, Sec. VI A and Sec. VI B, the
structure of the di↵erent terms is discussed together with
their diagrammatic representation, while in Sec. VI C
logarithmic corrections arising from the RG and sub-
temperature intervals are described in detail. In Ap-
pendix C a comprehensive list of di↵erent contribution
is given.

FIG. 5: Diagram for the non-interacting part of the dynamical
correlation functions �dyn

"",0 and �dyn
nn,0.

VI. DYNAMICAL CORRELATION FUNCTIONS
- DIAGRAMMATIC ANALYSIS AND

LOGARITHMIC CORRECTIONS

In this Section, we present an analysis of the dynamical
part of the heat density-heat density correlation function
�dyn

kk

in the di↵usive limit. The analysis will be based
on the NL�M action derived in Sec. III, Eq. (27). To
highlight similarities and di↵erences, we contrast the cal-
culation of �dyn

kk

with that of �dyn

nn

within the same for-
malism. In order to prepare the discussion of the inter-
action corrections, we first summarize the results for the
non-interacting case.

A. The non-interacting part of the correlation
function

In the absence of interactions, only the frequency-
frequency correlation function �dyn

""

contributes to �dyn

kk

,

�dyn

"",0(x1, x2) = � i

2
(⇡⌫0)

2

Z

"i

e�it1("1�"2)+it2("3�"4)

⇥ h"12tr[�̂2�3P̂"1"2(r1)]"34tr[�̂1�3P̂"4"3(r2)]i0. (60)

The corresponding diagram is displayed in Fig. 5. With
the help of the contraction rules (B2) or (B3) on finds

�dyn

"",0(q, !) = �2i⇡⌫0Dq,!

Z

"

"2�
",!

. (61)

Here, we introduced the window function

�
",!

= F
"+!/2 � F

"�!/2. (62)

The appearance of the window function is characteristic
for the dynamical part of the correlation function. For
T ! 0, it allows frequencies " to lie in the interval (" �
!/2, " + !/2); at finite temperature this range broadens.
Still, upon integration in ", the function �

",!

gives rise

to the factor of !. Returning to the calculation of �dyn

"",0,
after expansion in ! and with the help of the relationR
"

"2@
"

F
"

= ⇡T 2/3, one obtains

�dyn

"",0(q, !) = �c0T i!Dq,!, (63)

where we remind that c0 = 2⇡2⌫0T/3 is the specific heat
in the absence of quantum corrections.

In complete analogy, one can calculate the dynami-
cal part of the density-density correlation function in the

�̄z
/ , D̃⇠ �̄z

/

�dyn
nn (q,!) = �2⌫0

i!(1 + �⇠2 + 2��̄⇢
/)

(D0 + �D)q2 � i!(1 + �z � ��̄⇢)
�dyn
kk (q,!) = �c0T

i!(1 + �⇠̃2 + 2��̄z
/)

(D0 + �D̃)q2 � i!(1 + �z̃)



�T
=

zD̃

z̃D
L0

RG: z = z̃ D = D̃
WFL
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non-interacting limit,

�dyn

nn,0(q, !) = �2i⇡⌫0Dq,!

Z

"

�
",!

. (64)

Using the relation ⇡
R
"

�
",!

= !, one finds

�dyn

nn,0(q, !) = �2⌫0i!Dq,!. (65)

The diagrammatic representation for �dyn

nn,0 coincides

with the one for �dyn

"",0, compare Fig. 5. This is the origin
of the WFL in the case of non-interacting electrons.

B. Interaction corrections: Diagrams

We now turn to the explicit calculation of quantum
corrections to the correlation functions originating from
the combined e↵ect of the long-ranged Coulomb interac-
tion and disorder. The calculation is performed using an
expansion in deviations �Q from the saddle point, and
applying subsequently the contraction rules formulated
in Appendix B. Diagrams are presented only for illustra-
tion. A detailed account of the calculation is presented in
Appendix C. Here, we will highlight the most important
diagrams and summarize the results. For comparison, we
present the information for �

kk

in parallel with �
nn

.
We will group the relevant diagrams for the calculation

of the correlations functions into five classes. When we
draw the diagrams, we leave out additional partner dia-
grams that can be obtained by simple symmetrization of
those already displayed.

1. Horizontal diagrams: These diagrams contain a
horizontal interaction line and give rise to correc-
tions to the di↵usion propagator. Vertex correc-
tions with horizontal interaction lines will be con-
sidered separately. The horizontal diagrams are
displayed in Fig. 6. The corresponding corrections
will be labeled as �dyn

kk,1 or �dyn
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generated by S
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. Obviously, they only arise in
the calculation of the heat density-heat density cor-
relation function. Fig. 11 shows the diagrams for
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tion line. They will be labeled as �dyn
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drag type, i.e., with two interaction lines. These
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nn,4 vanishes.

function. The logarithmic corrections can be classified
according to the most important frequency and momen-
tum regions in the integrals:

For (i)-a terms the frequency ⌫ transferred by the elec-
tron interaction is larger than the electron frequency |"|
as well as temperature. The frequency integrations are
controlled by the combination F

"+⌫

� F
"�⌫

. The trans-
ferred frequency and momentum cover the whole RG-
interval. Electron-hole pairs excited via the interaction
are virtual and contributions from the sub-thermal region
are insignificant.

For (i)-b terms the frequency transfer is limited by the
combination @

⌫

(F
"+⌫

�F
"�⌫

). In this case, the frequency
transfer is insignificant but the momentum integration
covers the whole RG-interval. These terms describe the
modification of the interaction amplitudes by disorder.

Finally, there appear new contributions, (ii) terms,
which are determined by the combination F

"+⌫

+ F
"�⌫

.
In this case, the transferred frequency is limited either
by temperature or by |"|. Furthermore, the electron
interaction enters the integrals via its imaginary part,
ImV R

k,⌫ . This, together with the fact that the transferred
frequency is limited either by " or temperature, indicates
that inelastic processes intervene. The momentum inte-
gration is determined by small momenta.

Logarithmic integrals appearing in (i)-a and (i)-b terms
will be denoted as I

i

-integrals; see Sec. VI C 2 and Ap-
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FIG. 11: Two anomalous vertex corrections contributing to
�dyn
kk,5. No analog exists for �dyn

nn . Two more diagrams are
obtained by symmetrization.

FIG. 12: Drag-type contributions to the anomalous vertex
corrections �dyn

kk,6. No analog exists for �dyn
nn . Two more dia-

grams are obtained after symmetrization.

pendix C. They are well known from the previous RG
studies of the the disordered electron liquid. In contrast
to electric transport, the contributions (ii) are specific
for thermal transport; they are important in the case of
the Coulomb interaction when ImV R

k,⌫ is singular. For
a given frequency ⌫, most important momenta fulfill the
inequality |⌫|/(D

s

) < k <
p|⌫|/D. In this interval, one

can approximate the dynamically screened interaction as

ImV R

k,⌫ ⇡ � 1

2⌫0

⌫

Dk2
. (66)

Eventually, the bare 1/Dk2 singularity gives rise to log-
arithmic corrections. These logarithmic integrals will be
denoted as Ih

i

, see Sec. VIC 3 and Appendix C. The
index h emphasizes their importance for heat transport.

Note that the interval |⌫|/(D
s

) < k <
p|⌫|/D is

also responsible for the double-logarithmic dependence
of the tunneling density of states as well as other spu-
rious corrections that appear in intermediate stages of
the RG procedure (compare the integral I1 introduced
below). In the case of the (ii)-type integrals, however,
only a single logarithm arises, because allowed frequen-
cies ⌫ are small, of the order of the temperature, while
a double-logarithmic dependence is obtained for an (i)-
a type integral I1, where the frequency can take large
values.

In summary, we encounter two di↵erent types of con-
tributions. For the first type, which includes (i)-a and
(i)-b terms, at least one of the two energies |⌫| and Dk2

lies in the RG interval (T, 1/⌧) giving rise to logarithmic
integrals I

i

. These corrections are well studied for the
case of the density-density response function, both on a
diagrammatic level and on the level of the field-theoretic
NL�M. Concerning the heat density-heat density correla-
tion function, a diagrammatic study has been presented
in Ref. 6, while the NL�M of Ref. 4,5 focused on the RG
in the disordered Fermi liquid, i.e., in a disordered sys-
tem with short-range Fermi liquid-type corrections. A
common result of these studies was that the logarithmic
corrections originating from the RG interval for the heat
density-heat density correlation function lead to the se-
quence of equalities z = �z

• = z̃ = �z

/

.
The second type of logarithmic corrections, the (ii)-

terms which originate from sub-thermal frequencies ⌫ <
T , are at the center of our interest here. For these cor-
rections, the imaginary part of the dynamically screened
interaction is relevant.

Besides these two types, there are terms that could,
in principle, introduce a mass into the di↵uson. They
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density-heat density correlation function lead to the se-
quence of equalities z = �z

• = z̃ = �z

/

.
The second type of logarithmic corrections, the (ii)-

terms which originate from sub-thermal frequencies ⌫ <
T , are at the center of our interest here. For these cor-
rections, the imaginary part of the dynamically screened
interaction is relevant.

Besides these two types, there are terms that could,
in principle, introduce a mass into the di↵uson. They
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Using the relation ⇡
R
"

�
",!

= !, one finds

�dyn

nn,0(q, !) = �2⌫0i!Dq,!. (65)

The diagrammatic representation for �dyn

nn,0 coincides

with the one for �dyn

"",0, compare Fig. 5. This is the origin
of the WFL in the case of non-interacting electrons.

B. Interaction corrections: Diagrams

We now turn to the explicit calculation of quantum
corrections to the correlation functions originating from
the combined e↵ect of the long-ranged Coulomb interac-
tion and disorder. The calculation is performed using an
expansion in deviations �Q from the saddle point, and
applying subsequently the contraction rules formulated
in Appendix B. Diagrams are presented only for illustra-
tion. A detailed account of the calculation is presented in
Appendix C. Here, we will highlight the most important
diagrams and summarize the results. For comparison, we
present the information for �

kk

in parallel with �
nn

.
We will group the relevant diagrams for the calculation

of the correlations functions into five classes. When we
draw the diagrams, we leave out additional partner dia-
grams that can be obtained by simple symmetrization of
those already displayed.

1. Horizontal diagrams: These diagrams contain a
horizontal interaction line and give rise to correc-
tions to the di↵usion propagator. Vertex correc-
tions with horizontal interaction lines will be con-
sidered separately. The horizontal diagrams are
displayed in Fig. 6. The corresponding corrections
will be labeled as �dyn

kk,1 or �dyn

nn,1.

2. Vertical diagram: The diagram with vertical inter-
action line relevant for our calculation is displayed
in Fig. 7. It results in corrections to the di↵u-
sion propagator. Vertex corrections with vertical
interaction lines will be considered separately. The
vertical diagram leads to the corrections �dyn

kk,2 and

�dyn

nn,2.

3. Drag diagrams: The drag diagrams contain two
screened interaction lines and give rise to correc-
tions to the di↵usion propagator, see Fig. 8. The
resulting corrections will be labeled as �dyn

kk,3 and

�dyn

nn,3. Vertex corrections of drag-type will be con-
sidered separately.

4. Regular vertex corrections: In this class, we sum-
marize those vertex corrections that originate from
the frequency vertex S

⌘"

. Horizontal and vertical

(a) (b)

(c) (d)

FIG. 6: The four horizontal diagrams contributing to �dyn
kk,1

and �dyn
nn,1. Each diagram has a symmetry-related partner

that is not displayed here but accounted for in the analytical
expressions discussed in the text.

FIG. 7: The vertical diagram which contributes - together
with its symmetry related partner - to �dyn

kk,2 and �dyn
nn,2.

(regular) vertex corrections are displayed in Fig. 9,
(regular) vertex corrections of the drag type in
Fig. 10. The regular vertex corrections will be re-
ferred to as �dyn

kk,4 and �dyn

nn,4.

5. Anomalous vertex corrections: The anomalous ver-
tex corrections result from the interaction vertex
generated by S

⌘V

. Obviously, they only arise in
the calculation of the heat density-heat density cor-
relation function. Fig. 11 shows the diagrams for
anomalous vertex corrections with a single interac-
tion line. They will be labeled as �dyn

kk,5. Fig. 12
shows the diagrams for vertex corrections of the
drag type, i.e., with two interaction lines. These
corrections will be labeled as �dyn

kk,6.

C. Analysis of logarithmic corrections

In this Section we will compare logarithmic corrections
to the di↵usion coe�cient and the frequency renormal-
ization arising in the heat density-heat density correla-
tion function with those in the density-density correlation

FIG. 8: The four drag diagrams which contribute to �dyn
kk,3

and �dyn
nn,3 together with their symmetry-related partners.

vertical diagrams drag diagrams
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12

(a) (b)

(c)

FIG. 9: The regular vertex corrections, �dyn
kk,4 and �dyn

nn,4.
Three more diagrams are obtained by symmetrization.

FIG. 10: Drag-type diagrams for the regular vertex correc-
tions. An explicit calculation shows that their contribution
to both �dyn

kk,4 and �dyn
nn,4 vanishes.

function. The logarithmic corrections can be classified
according to the most important frequency and momen-
tum regions in the integrals:

For (i)-a terms the frequency ⌫ transferred by the elec-
tron interaction is larger than the electron frequency |"|
as well as temperature. The frequency integrations are
controlled by the combination F

"+⌫

� F
"�⌫

. The trans-
ferred frequency and momentum cover the whole RG-
interval. Electron-hole pairs excited via the interaction
are virtual and contributions from the sub-thermal region
are insignificant.

For (i)-b terms the frequency transfer is limited by the
combination @

⌫

(F
"+⌫

�F
"�⌫

). In this case, the frequency
transfer is insignificant but the momentum integration
covers the whole RG-interval. These terms describe the
modification of the interaction amplitudes by disorder.

Finally, there appear new contributions, (ii) terms,
which are determined by the combination F

"+⌫

+ F
"�⌫

.
In this case, the transferred frequency is limited either
by temperature or by |"|. Furthermore, the electron
interaction enters the integrals via its imaginary part,
ImV R

k,⌫ . This, together with the fact that the transferred
frequency is limited either by " or temperature, indicates
that inelastic processes intervene. The momentum inte-
gration is determined by small momenta.

Logarithmic integrals appearing in (i)-a and (i)-b terms
will be denoted as I

i

-integrals; see Sec. VI C 2 and Ap-

(a) (b)

FIG. 11: Two anomalous vertex corrections contributing to
�dyn
kk,5. No analog exists for �dyn

nn . Two more diagrams are
obtained by symmetrization.

FIG. 12: Drag-type contributions to the anomalous vertex
corrections �dyn

kk,6. No analog exists for �dyn
nn . Two more dia-

grams are obtained after symmetrization.

pendix C. They are well known from the previous RG
studies of the the disordered electron liquid. In contrast
to electric transport, the contributions (ii) are specific
for thermal transport; they are important in the case of
the Coulomb interaction when ImV R

k,⌫ is singular. For
a given frequency ⌫, most important momenta fulfill the
inequality |⌫|/(D

s

) < k <
p|⌫|/D. In this interval, one

can approximate the dynamically screened interaction as

ImV R

k,⌫ ⇡ � 1

2⌫0

⌫

Dk2
. (66)

Eventually, the bare 1/Dk2 singularity gives rise to log-
arithmic corrections. These logarithmic integrals will be
denoted as Ih

i

, see Sec. VIC 3 and Appendix C. The
index h emphasizes their importance for heat transport.

Note that the interval |⌫|/(D
s

) < k <
p|⌫|/D is

also responsible for the double-logarithmic dependence
of the tunneling density of states as well as other spu-
rious corrections that appear in intermediate stages of
the RG procedure (compare the integral I1 introduced
below). In the case of the (ii)-type integrals, however,
only a single logarithm arises, because allowed frequen-
cies ⌫ are small, of the order of the temperature, while
a double-logarithmic dependence is obtained for an (i)-
a type integral I1, where the frequency can take large
values.

In summary, we encounter two di↵erent types of con-
tributions. For the first type, which includes (i)-a and
(i)-b terms, at least one of the two energies |⌫| and Dk2

lies in the RG interval (T, 1/⌧) giving rise to logarithmic
integrals I

i

. These corrections are well studied for the
case of the density-density response function, both on a
diagrammatic level and on the level of the field-theoretic
NL�M. Concerning the heat density-heat density correla-
tion function, a diagrammatic study has been presented
in Ref. 6, while the NL�M of Ref. 4,5 focused on the RG
in the disordered Fermi liquid, i.e., in a disordered sys-
tem with short-range Fermi liquid-type corrections. A
common result of these studies was that the logarithmic
corrections originating from the RG interval for the heat
density-heat density correlation function lead to the se-
quence of equalities z = �z

• = z̃ = �z

/

.
The second type of logarithmic corrections, the (ii)-

terms which originate from sub-thermal frequencies ⌫ <
T , are at the center of our interest here. For these cor-
rections, the imaginary part of the dynamically screened
interaction is relevant.

Besides these two types, there are terms that could,
in principle, introduce a mass into the di↵uson. They
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Final step - how does the renormalization affect δκ ?

So far:  

• RG corrections from the interval T<E<1/τ 
• calculation for E<T without RG corrections or FL renormalization

RG regime

sub-T regime

Link

We checked that 

•all Fermi-liquid renormalizations 
•the parameter z and all RG 
renormalizations 

drop out when calculating δκ.

We thereby expect that the
answer obtained for δκ is final.
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Thank you


