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> Corollary
> $C_{+,-, \times}(\operatorname{det}) \leq O\left(n^{4}\right)$.
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## Corollary

Subtraction-free complexity of a Schur polynomial $C_{+, \times, /}\left(S_{l}\right) \leq O\left(n^{3} \cdot \log n\right)$.

This does not yet imply an exponential gap between $C_{+, \times, /}$and $C_{+, \times}$ because we don't know a lower bound on the complexity $C_{+, \times}\left(S_{l}\right)$. To establish this gap we proceed to another class of cluster transformations.
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Schnorr-Valiant-Jerrum-Snir: $C_{+, \times}(\phi(G)) \geq c^{n}$ for some $c>1$.
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